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ABSTRACT

With the rapid pace of modern life, millions of people suffer from sleep problems. Music therapy, as a non-medication approach to mitigating sleep problems, has attracted increasing attention recently. However the adaptability of music therapy is limited by the time consuming task of choosing suitable music for users. Inspired by this observation, we discuss the concept of a domain specific music recommendation system, which automatically recommends music for users according to their sleep quality. The proposed system requires multidisciplinary efforts including automated sleep quality measurement and content-based music similarity measure. As a first step, we focus on the automated sleep quality measurement in this paper. An EEG-based approach is proposed to measure user's sleep quality. The advantages of our approach over standard Polysomnography (PSG) method are: 1) it measures sleep quality by recognizing three sleep categories rather than six sleep stages, thus higher accuracy can be expected; 2) three sleep categories are recognized by analyzing Electroencephalography (EEG) signal only, so the user experience is improved because he is attached with fewer sensors during sleep. We conduct experiments based on a standard data set. Our approach achieves high accuracy and shows promising potential for the music recommendation system.
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1. INTRODUCTION

Nowadays millions of people are affected by sleep problems, many of whom remain undiagnosed. At present music therapy offers an alternative healing method, which improves sleep quality by playing back music at bed time. Music therapy research has indicated that music does have beneficial effects on sleep for children [17], young people [8] and older adults [10]. During the process of music therapy, people are asked to listen to a list of music, which is pre-selected by music therapist. In spite of its clear benefits towards sleep quality, current approach is difficult to be widely used because it is a time consuming task for music therapist to produce a personalized music list. Based on this observation, we introduce a domain specific music recommendation system, which automatically recommends music for user according to his sleep quality.

The proposed recommendation system consists of two main components: EEG-based music rating and content-based music recommendation. After music is played back at bed time, the former component will monitor user’s sleep quality. Music items will be rated according to user’s sleep quality, as figure 1 shows. The music items associated with good sleep quality are used as queries in the music recommendation component. The music which are similar to the query items will be recommended to the user by conducting music similarity analysis. As the first step towards the proposed recommendation system, we focus on automated sleep quality measurement which is the major task in the EEG-based music rating component.
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Figure 1: EEG-based music rating in the proposed recommendation system
cycles per night. [1]. S1 is the first stage in a sleep cycle. S2 is the second stage. Then S3 and S4 will occur in the cycle consecutively. After the completion of four stages of NREM, these four stages will reverse rapidly and then followed by REM, as Figure 2 shows.

![Figure 2: Typical sleep cycles of one night](image)

Given the sleep cycles over night, three main parameters can be calculated to measure sleep quality: sleep latency, sleep efficiency and percentage of deep sleep. Specifically, sleep latency is the time that it takes to finish the transition from wakefulness to the first sleep stage. Sleep efficiency is the ratio of time spent asleep to the time spent in bed. Percentage of deep sleep is the ratio of deep sleep to all sleep stages. To calculate these parameters, we do not need to recognize every sleep stages in sleep cycles. It is enough if three sleep categories can be distinguished: wakefulness, deep sleep (S3,S4), and other sleep stages (S1,S2,REM). Consequently, the problem of sleep quality measurement is converted into how to recognize these three sleep categories.

Based on the analysis of current PSG techniques in Section 2, we proposed to recognize the three sleep categories from EEG signal only. The details of our approach is presented in Section 3. Section 4 discusses the experiment results. Conclusions are given in Section 5.

2. RELATED WORKS

Now Polysomnography (PSG) technique is widely used in hospital to monitor patients’ sleep cycles. First developed in 1960s [15], this method, also known as sleep scoring, has become a golden standard in sleep studies. While users are sleeping, three physiological signals are monitored: Electroencephalography (EEG), Electrooculography (EOG), and Electromyography (EMG). Based on the analysis of these three signals, six sleep stages can be recognized by human expert: wakefulness, S1, S2, S3, S4 and REM [16]. These stages are usually scored on 30-second epoch.

The standard PSG approach utilizes 9 sensors to monitor the required signals: EEG, EOG and EMG [3]. In this setup, users may feel uncomfortable during sleep because so many sensors are attached on their face and scalp. To improve the user experience, we use fewer signal channels to recognize sleep stages. As discussed in Section 1, to calculate sleep quality parameters, we just need to recognize three categories: wakefulness, deep sleep and other stages. On the account of the fact that EOG and EMG are mainly used to distinguish between REM and S1, these two signals may not contribute much in the calculation of sleep quality. Consequently, we recognize the three sleep categories from EEG signal only. This approach is also approved by Sleep Doctors of Hospital.

Two nice survey papers were published about computerized PSG analysis that is how to automatically recognize sleep stages from physiological signals [12, 13]. Based on literature, automated PSG analysis can achieve reasonable accuracy compare to human scoring. Current automated scoring systems can be mainly categorized into two families: rule-based expert system and classifier-based system.

Peter Anderer et al. [2] developed an expert system to recognize six sleep stages (W,S1,S2,S3,S4,REM) from three signals (EEG,EMG,EOG). A decision tree is built based on 10 linear discriminant analysis classifiers. The 80% agreement between expert system scoring and human scoring was achieved. The commercial package, BioSleep of Oxford BioSignals Company, is a typical classifier-based system [11].

To measure sleep quality, we need to recognize three sleep stage categories: wakefulness, deep sleep, and other sleep stages. To recognize these three sleep categories, we extract spectral power feature from each 30-seconds EEG epoch. LibSVM package [4] is used to build a SVM classifier to classify each EEG epoch into one of the three categories. Additionally, as discussed in Section 1, the transition of sleep stages follows the trend of sleep cycles. For example, if current epoch belongs to deep sleep, then the next epoch probably also belongs to deep sleep. However, SVM classifier treats each 30-second epoch independently, thus it does not take the advantage of correlations between nearby epochs. Consequently, we further model the sleep transition as a Markov chain. A matrix will be learned from training data to indicate the transition probability between different sleep stages, as Figure 3 illustrates. Based on this matrix the classification results are further refined. The probability estimated by SVM classifier for each epoch is processed by a dynamic programming algorithm.

3. EEG-BASED SLEEP QUALITY MEASUREMENT

3.1 Feature Extraction

EEG is the summation of electrical signal generated by millions of neurons in the brain. It was first recorded by Richard in 1875 [5], now has been widely used in PSG studies. EEG signal is usually divided into five different frequency bands: delta (0.5-2 Hz), theta (2-7 Hz), alpha (8-12 Hz), beta (12-20 Hz) and fast beta (20-40 Hz). According to previous studies, spectral powers of EEG in different frequency bands highly relate to sleep stages. In particular, some sleep stages are recognized by the presence of EEG signal in the specific frequency band. Spectral power in specific frequency band of EEG is a well-known pattern in PSG studies [16]. For example, deep sleep is recognized by the present of high amplitude delta wave of EEG. One epoch will be scored as wakefulness when alpha wave presents in
EEG. Consequently, we use spectral power extracted from five frequency bands as the feature vector. As sleep stage is usually scored based on 30-second epoch, feature vector is generated for each 30-second EEG epoch.

3.2 Classification by SVM

Platt et al. [14] presented a work to convert the results of binary SVM into posterior probabilities. Later this work is extended to estimate multi-class SVM probabilities by combining the output of multiple one-against-one binary classifiers [18]. With this technique, we use a multi-class SVM classifier to estimate $P(x|F_t)$, the probability of epoch $t$ belonging to sleep stage $x$. $F_t$ is the feature vector extracted from epoch $t$. We also define $C(t, x) = P(x|F_t)$. $C(t, x)$ will be used in the following section.

In SVM classification, epoch $t$ is scored as the stage which could maximize the probability $C(t, x)$, as following equation shows:

$$\psi(t) = \arg \max C(t, x),$$

where $\psi(t)$ is the label generated by classifier for epoch $t$.

3.3 Sleep Stage Transition Modeling

As SVM classifier treats each epoch independently, it does not utilize the correlation between epochs. To take the advantage of sequential information, we model the transition of sleep stages as a discrete time Markov chain. The effectiveness of this modeling has been proved by Gibellato [6]. The property of Markov chain can be formalized in equation 1. It is also called first-order Markov assumption, the transition matrix learned from training data, a dynamic programming algorithm can be designed to refine the results of SVM by utilizing the sequential information.

$$Pr(X_1 = x_1|X_{t-1} = x_{t-1}, X_{t-2} = x_{t-2}, \ldots, X_1 = x_1) = Pr(X_1 = x_1|X_{t-1} = x_{t-1}) = P_{x_{t-1}x_1}, \quad (1)$$

where $X_t$ indicates the sleep stage of epoch $t$; $P_{x_{t-1}x_t}$ indicates the transition probability from stage $x_{t-1}$ to stage $x_t$.

As $x$ has three possible stages, there are nine possible values for $P_{x_{t-1}x_t}$. These nine values construct a 3 by 3 matrix which indicates the transition probability between three stages. This matrix is learned from training data as follows:

$$P_{ij} = \frac{\text{Count}(i, j)}{\sum_k \text{Count}(i, k)}$$

where $\text{Count}(i, j)$ counts the transitions from stage $i$ to stage $j$. The calculation of this matrix is also illustrated in Figure 3.

3.4 Dynamic Programming for Post-processing

Based on the probability generated by SVM and the transition matrix learned from training data, a dynamic programming (DP) algorithm is designed to score each epoch in the way that optimum overall posterior probability can be obtained. The subproblem of dynamic programming is defined in Equation 2, which presents the maximum overall probability from the first epoch to current epoch $t$, where current epoch is scored as stage $v$.

$$L(t, v) = \max_{x_1, \ldots, x_{t-1}}$$

$$\left\{ Pr(X_1 = x_1, \ldots, X_{t-1} = x_{t-1}, X_t = v) \prod_{i=1}^{t} C(i, X_i) \right\}$$

(2)

Because first-order Markov assumption is hold, Equation 2 can be simplified as follows:

$$L(t, v) = \max_u \{ L(t-1, u) Pr(X_t = v|X_{t-1} = u) \} C(t, v)$$

Thus $L(t, v)$ can be calculated on top of $L(t-1, .)$, and this forms an optimal substructure for the subproblem. Therefore, a dynamic programming algorithm can be designed to find the optimum solution.

To eliminate the float point overflow problem, logarithm probability is used: $S(t, v) = \ln L(t, v)$. For the first epoch, we define $S(1, v) = \ln C(1, v)$.

$$S(t, v) = \begin{cases} \ln C(1, v) & t = 1 \\ \max_u \{ S(t-1, u) + \ln P_{uv} \} + \ln C(t, v) & t > 1 \end{cases}$$

In backtracing, variable $\alpha(t, v)$ is defined to record the optimum sleep stage of previous epoch.

$$\alpha(t, v) = \max_u \{ S(t-1, u) + \ln P_{uv} + \ln C(t, v) \}$$

The process of backtracing is shown in the following formulation:

$$\phi(t) = \begin{cases} \alpha(t + 1, \phi(t + 1)) & t < n \\ \arg \max_v \{ S(n, v) \} & t = n \end{cases}$$

where $\phi$ is the refined classification labels which result in the maximum overall posterior probability.

4. EVALUATIONS

The automated sleep quality measurement consists of two phases. First, SVM classifier categorizes EEG epoch into one of three classes: wakefulness, deep sleep, and other sleep stages. Second, a dynamic programming algorithm is used to refine the results of SVM by utilizing the sequential information. Two experiments are respectively conducted to evaluate the classifier and the post-process algorithm.

Experiments are conducted based on the Sleep EDF Database, which is selected from the PhysioBank that is a large achieve of digital recording for biomedical research community [7]. Four recordings which were obtained from healthy subjects in the hospital are used. Three signals (EEG, EOG and EMG) were monitored during night with good signal quality. Only the EEG channel (Fpz-Cz) is utilized in our experiment. This data set is annotated by human expert according to PSG standard [15]. Human annotation is used as the ground truth in our experiments.

4.1 Sleep Stage Classification

In the first experiment, we evaluate the accuracy of SVM classifier. Four sleep recordings of Sleep EDF Database are divided into 30-second epochs, and 3874 epochs are generated in total. The spectral power feature is extracted from each epoch. 10-fold cross-validation is conducted based on the feature vectors of each recording. The classifier achieves the average accuracy up to 93.9%, as described in Table 1.

4.2 Post Processing

In the second experiment, we evaluate the performance of DP algorithm. As DP algorithm utilizes sequential information, it processes on continuous epochs. Consequently,
each recording is divided into two continuous parts, one for training and one for testing. The first 400 epochs of each recording are used to train the SVM model and learn the transition matrix. The rest epochs are testing data. The experiment conducted on one recording is demonstrated in Figure 3. Based on the experiment results showed in Table 2, DP algorithm stably improves the accuracy in each recording. Comparing the sleep cycle generated by classifier and DP algorithm, in spite of the improvement in accuracy, DP algorithm also generates a more smooth sleep cycle than the SVM classifier, as Figure 3 shows.

<table>
<thead>
<tr>
<th>SVM</th>
<th>st7022j0</th>
<th>st7052j0</th>
<th>st7121j0</th>
<th>st7132j0</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM+DP</td>
<td>87.5%</td>
<td>92.7%</td>
<td>93.4%</td>
<td>94.2%</td>
</tr>
<tr>
<td></td>
<td>89.3%</td>
<td>95.8%</td>
<td>96.8%</td>
<td>99.3%</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, we discussed the concept of a domain specific music recommendation system, which automatically recommends music for users according to their sleep quality. One important problem in the proposed recommendation system is how to automatically monitor users’ sleep quality at night. To address this problem, we first investigate sleep physiology and traditional PSG approach in literature. Considering that standard PSG system may make users feel uncomfortable, we specifically design an approach to recognize three sleep categories from EEG signal only. Then three parameters, sleep latency, sleep efficiency and percentage of deep sleep, can be calculated to measure sleep quality. The experiment results demonstrate that our approach can achieve high accuracy though only the EEG channel is used. These results motivate us to further develop the rest of components in the music recommendation system and evaluate its full functions in the future.
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