ABSTRACT

We propose a semi-supervised algorithm to align lyrics to the corresponding singing vocals. The proposed method transcribes and aligns lyrics to solo-singing vocals using the imperfect transcripts from an automatic speech recognition (ASR) system and the published lyrics. The ASR provides time alignment between vocals and hypothesized lyrical content, while the non-aligned published lyrics correct the hypothesized lyrical content. The effectiveness of the proposed method is validated through three experiments. First, a human listening test shows that 73.32% of our automatically aligned sentence-level transcriptions are correct. Second, the automatically aligned sung segments are used for singing acoustic model adaptation, which reduces the word error rate (WER) of automatic transcription of sung lyrics from 72.08% to 37.15% in an open test. Third, another iteration of decoding and model adaptation increases the amount of reliably decoded segments from 44.40% to 91.96% and further reduces the WER to 36.32%. The proposed framework offers an automatic way to generate reliable alignments between lyrics and solo-singing. A large-scale solo-singing and lyrics aligned corpus can be derived with the proposed method, which will be beneficial for music and singing voice related research.

1. INTRODUCTION

Lyrics serve as an important component of music, that often defines the mood of the song [2, 4], affects the opinion of a listener about the song [3], and even improves the vocabulary and pronunciation of a foreign language learner [14, 30]. Research in Music Information Retrieval (MIR) in the past has explored tasks involving lyrics such as automatic lyrics recognition [15, 19, 26, 28] and automatic lyrics alignment [5, 11, 27] for various applications such as karaoke singing, song subtitling, query-by-singing as well as acoustic modeling for singing voice. In spite of huge advances in speech technology, automatic lyrics transcription and alignment in singing face challenges due to the differences between sung and spoken voices [11, 26], and a lack of transcribed singing data to train phonetic models for singing [11, 15, 26–28].

As singing and speech differ in many ways such as pitch dynamics, duration of phonemes, and vibrato [11, 26], the direct use of ASR systems for lyrics alignment or transcription of singing voice will result in erroneous output. Therefore, speech acoustic models need to be adapted to singing voice [27]. For training singing-adapted acoustic models, lyrics-aligned singing dataset is necessary. Lack of annotated singing datasets has been a bottleneck for research in this field. Duan et al. [8] published a small singing dataset (1.92 hours) with phone-level annotations, which were done manually that requires a lot of time and effort, and is not scalable. One way of getting data for training is to force-align the lyrics with singing using speech models, and use this aligned singing data for model training and adaptation. But due to the differences in speech and singing acoustic characteristics, alignment of lyrics with speech acoustic models will be prone to errors, that will result in badly adapted singing acoustic models.

With the increase in popularity of mobile phone karaoke applications, singing data collected from such apps are being made available for research. Smule’s Sing! karaoke dataset, called Digital Archive of Mobile Performances (DAMP) [33], is one such dataset that contains more than 34K a capella (solo) singing recordings of 301 songs. But it does not have time-aligned lyrics, although the textual lyrics are available on Smule’s website. The data also contains inconsistencies in recording conditions, out-of-vocabulary words, and incorrectly pronounced words because of unfamiliar lyrics or non-native language speakers. Although the presence of such datasets is a huge boon to MIR research, we need tools to further clean up such data to make them more usable. There is a need for aligned lyrics transcriptions for singing vocals while also eliminating inconsistent or noisy recordings. To address this need, we propose a simple yet effective solution to produce clean audio segments with aligned transcriptions.

In this work, we study a strategy to obtain time-aligned sung-lyrics dataset with the help of the state-of-the-art ASR as well as an external resource, i.e. published lyrics.
We use the speech acoustic models to transcribe solo-singing audio segments, and then align this imperfect transcription with the published lyrics of the song to obtain a better transcription of the sung segments. We hypothesize that this strategy will help in correcting the imperfect transcriptions from the ASR module and in cleaning up bad audio recordings. We validate our hypothesis by a human listening experiment. Moreover we show that a semi-supervised adaptation of speech acoustic models with this cleaned-up annotated dataset results in further improvement in alignment as well as transcription, iteratively. Hence, such an algorithm will potentially automate the labor-intensive process of time aligning lyrics such as in karaoke or MTV. Furthermore, it will enable large-scale singing transcription generation, thus increasing the scope of research in music information retrieval. We have applied our algorithm on a subset of the DAMP dataset, and have published the resulting dataset and code.

2. RELATED WORK

One of the traditional methods of aligning lyrics to music is with the help of the timing information from the musical structure such as chords [17, 24, 25, 35], and chorus [21], but such methods are more suitable for singing in the presence of background accompaniments. Another study uses musical score to align lyrics [13], but such methods would be applicable for professional singing where the notes are correctly sung. In karaoke applications, as addressed in this work, correctness of notes is less likely.

One of the pioneering studies of applying speech recognition for lyric alignment was by Mesaros and Virtanen [27], who used 49 fragments of songs, 20-30 seconds long, along with their manually acquired transcriptions to adapt Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) speech models for singing in the same way as speaker adaptation is done. They then used these singing-adapted speech models to align vocal sections of songs with their manually paired lyrics lines using the Viterbi algorithm. In [28], the authors used the same alignment method to automatically obtain the singing-to-lyrics aligned lines, and then explored multiple model adaptation techniques, to report the best phoneme error rate (PER) of 80%. This work has provided a direction for solving the problem of lyrics alignment and recognition in singing, but it suffers from manual post-processing and the models are based on a small number of annotated singing samples.

Recently, with the availability of more singing data, a subset of the DAMP solo-singing dataset was used for the task of sung phoneme recognition by Kruspe [19, 20]. In this work, the author builds new phonetic models trained only on singing data (DAMP data subset) and compares it with a pitch-shifted, time-stretched, and vibrato-applied version of a speech dataset called songified speech data TimitM [18]. Their best reported PER was 80%, and weighted PER (that gives 0.5 weights to deletions and insertions) was 56%, using the DAMP data subset, which outperformed the songified dataset. This work shows an effective use of the available (unannotated) singing data to build improved singing phonetic models. But there is still room for improvement.

The first step in Kruspe’s work was to obtain aligned lyrics annotations of every song, for which the whole lyrics of a song was force-aligned with the audio using speech-trained models. These force-aligned sung phonemes were then used to build the new acoustic phonetic models for singing. This approach of forced-alignment of singing using speech acoustic models has also been applied in the earlier attempts of automatic lyrics alignment in a capella singing as well as in singing with background music [11, 16, 17, 35]. But, as noted by Kruspe [19], forced-alignment of singing with speech models causes unavoidsable errors, because of the mismatch between speech and singing acoustic characteristics [10, 23], as well as the mismatch between the actual lyrics and what the singer sings. Thus, the lack of appropriate lyrics-aligned song dataset and the eventual use of forced-alignment with speech models to obtain this annotation is a source of errors.

3. SEMI-SUPERVISED LYRICS AND SINGING VOCALS ALIGNMENT ALGORITHM

We propose an algorithm to align lyrics to singing vocals, that consists of two main steps: dividing the singing vocals into shorter segments (Segmentation), and obtaining the aligned lyrics for each segment (Lyrics Matching). Figure 1 shows the overview of our algorithm.

3.1 Segmentation

One way to automatically align the published lyrics with a solo-singing audio is to force-align the lyrics with the full rendition audio (2 to 4 minutes long) using speech trained acoustic models, as discussed in [19]. However, the Viterbi alignment algorithm used in forced-alignment, fails to scale well for long audio segments leading to accumulated alignment errors [29]. In our singing-lyrics transcription and alignment algorithm, we propose to first divide the audio into shorter segments such that the ASR is less prone to the alignment errors. We find silent regions in the rendition by imposing constraints on the magnitude of the short time energy and the silence duration (Algorithm 1). The center of these silent regions are marked

Dataset: https://drive.google.com/open?id=1hGuEDr3v3tbN-YNRdzJMHfzKh6e002A;
Code: https://github.com/chitrakehala8/AutomaticSungLyricsAnnotation_ISMIR2018.git
as boundaries of non-silent sub-segments. Such non-silent sub-segments are of varying lengths. So we stitch consecutive sub-segments together to make segments of ~10 seconds duration. We also add silence samples before and after every such segment so that the ASR has some time to adapt to the utterance and start recognition in the beginning of the utterance, and to avoid abrupt termination at the end of the utterance.

**Algorithm 1** Segmentation algorithm

```plaintext
1: Calculate short time energy $E$ for 32 ms window with 16 ms hop
2: if $E > 0.1 \times \text{mean}(E)$ is true then
3:   non-silent region
4: else
5:   silent region
6: end if
7: if silent region duration $\geq 200$ ms then
8:   valid silence region
9:   center of this region marks the boundary
10: else
11:   invalid silent region
12: end if
13: sub-segment = boundary-to-boundary region
14: segment = stitch together such sub-segments for ~10s duration
15: add 2s silence before and after every segment, to improve ASR performance
```

3.2 Lyrics Matching

We would like to obtain the best possible lyrics transcription for these short singing segments. Moreover, to obtain a clean transcribed dataset of singing vocals, we would also like to reject the noisy audio segments that contain out-of-vocabulary, incorrectly pronounced words, and background noise. We use ASR to decode these segments because such ASR transcription ideally suggests words that are actually sung and different from the published lyrics. The ASR transcription also help detect erroneous pronunciations, reject noise segments. We understand that the state-of-the-art ASR is not perfect, and for singing it is even more unreliable, as the ASR is trained on speech while singing is acoustically different from speech. So we designed an algorithm to overcome these imperfections of the ASR. This algorithm produces time-aligned transcriptions of clean audio segments with the help of the published lyrics.

**Algorithm 2** Lyrics Matching algorithm

```plaintext
1: $X_{N \times 5}$ s.t. $x_{i,j} = e$
   where, $X = \text{error matrix}$,
   $N =$ number of words in published lyrics,
   $e =$ ratio of number of errors obtained from Levenshtein distance between ASR output and published lyrics window, to the total number of words in the lyrics window
2: $i_{\text{min}}, j_{\text{min}} = \text{argmin} X$
   where $i_{\text{min}} =$ minimum distance transcription start index in lyrics,
   where $j_{\text{min}} =$ minimum distance transcription slack window size
3: transcription = lyrics[$i_{\text{min}} : i_{\text{min}} + M + j_{\text{min}}$
   where, $M$ is the number of words in ASR transcription
```

3.2.1 ASR Transcription of Lyrics

To obtain the transcription of each of the audio segments, we use the Google speech-to-text API package in python [36] that transcribes a given audio segment into a string of words, and gives a set of best possible transcriptions. We compare the top five of these transcriptions with the published lyrics of the song, and select the one that matches the most, as described in Algorithm 2. The idea is that the ASR provides a hypothesis of the aligned lyrics although imperfect, and the published lyrics helps in checking these hypothesized lyrics, and retrieving the correct lyrics. Also, we use the Google ASR to bootstrap, with a plan to improve our own ASR (as discussed further in Section 4.2). Different ASR systems have different error patterns, therefore we expect that the Google ASR would boost the performance of our ASR. We use the Google ASR only for bootstrapping, the rest of the experiments use our own ASR. Below is the description of the lyrics-matching algorithm.

For an ASR output of length $M$ words, we took a lyrics window of size $M$, and also empirically decided to provide a slack of 0 to 4 words, i.e., the lyrics window size could be of length $M$ to $M+4$. This slack provides room for accommodating insertions and deletions in the ASR output, thus allowing improvement in the alignment. So, starting from the first word of the published lyrics, we calculate the Levenshtein distance [22] between the ASR output and the lyrics window of different slack sizes, iterated through the entire lyrics by one word shifts. This distance represents the number of errors (substitutions, deletions, insertions) occurred in ASR output with respect to the actual lyrics.

For the lyrics of a song containing a total of $N$ words, we obtain an error matrix $X$ of dimensions $N \times 5$, where 5 is the number of slack lyric window sizes ranging from $M$ to $M+4$. Each element $e$ of the matrix is the ratio of the number of errors obtained from Levenshtein distance between the ASR output and the lyrics window, to the total number of words in that lyrics window. If $(i_{\text{min}}, j_{\text{min}})$ is the coordinate of the minimum error element of this matrix, then $i_{\text{min}}$ is the starting index of the minimum distance lyrics transcription, $j_{\text{min}}$ is the slack lyric window size. Amongst the top five ASR outputs, we choose the one that gives minimum error $e$, and select the corresponding lyrics window from the error matrix to obtain the best lyrics transcription for that audio segment. We illustrate this with the help of the following example.

Let’s assume that the ASR transcription of an audio segment is “the snow glows on the mountain”, therefore $M=6$. The slack window size will range from 6 to 10 words. The lyrics of this song contains a total of $N$ words, where a word sub-sequence is “the snow glows white on the mountain tonight not a footprint to be seen...”. The corresponding error matrix $X$ is shown in Figure 2. The error element $e_{1,2}$ is the distance between the ASR transcription and the slack lyric window “the snow glows white on the mountain” which is 1. The error element $e_{2,1}$ is the distance between the ASR transcription and the slack lyric window “snow glows white on the mountain” which is 2, and so on.
3.2.2 Anchor and Non-Anchor Segments

From our preliminary study, we found that many of the ASR transcriptions had missing words because either the audio contained background noise or there were incorrectly pronounced words or deviation of singing acoustics from speech. For example, a 10 seconds long non-silent segment from a popular English song would rarely ever have as few as four or five words. In order to retrieve more reliable transcripts, we added a constraint on the number of words, as described below.

To check the reliability of the lyrics transcriptions, we marked the best lyrics transcriptions of a small subset of 360 singing segments as correct or incorrect, depending on whether the transcription matched with the audio. We found that all those segments for which the best lyrics transcription had less than 10 words were more likely to be incorrect matches, as shown in Figure 4. The segment transcriptions were 94.0% times incorrect (235 incorrect out of 250 total number of segments) when they contained less than 10 words, while they were 57.3% times incorrect (63 out of 110) when they contained more than or equal to 10 words. So we empirically set 10 words as the threshold for selecting reliable audio segments and transcriptions. By applying this constraint, we reject those audio segments that are noisy, or have wrongly pronounced words, or cause errors in transcription because of model mismatch, thus deriving a clean transcribed singing dataset.

The audio segments with reliable transcription are labeled as Anchor segments, and the audio segment(s) between two anchor segments that have unreliable transcription, are strung together and labeled as Non-Anchor segments, as illustrated in Figure 3.

One may argue that we could have used the error score $e$ to evaluate the reliability of a segment. However, if the ASR output itself is wrong, then this lyrics-matching error score will be misleading. For example, if only 4 words get detected by the ASR, out of 12 words in the audio segment, and all the 4 words are correct according to the published lyrics, then $e$ will be zero for this transcription, which is incorrect, and also undetectable. Thus we set a threshold on the number of detected words (i.e. 10 words) as a way to measure the reliability of the segment and its transcription.

4. EXPERIMENTS AND RESULTS

In order to validate our hypothesis that our algorithm can retrieve good quality aligned transcriptions, we conducted three experiments: A) Human verification of the quality of the aligned transcriptions through a listening test, B) Semi-supervised adaptation of speech models to singing using our aligned sung-lyrics transcriptions for assessing the performance of automatic lyrics recognition, and C) Second iteration of alignment, and re-training of acoustic models, to check for further improvement in lyrics recognition.

Our experiments are conducted on 6,000 audio recordings from the DAMP dataset that was used by Kruspe [19]. The list of recordings used by Kruspe is here [1], however the training and test subsets are not clearly marked. Therefore we have defined our training and test datasets, and they are subsets of Kruspe’s dataset, as discussed in the following subsections. This data set contains recordings of amateur singing of English language pop songs with no background music but different recording conditions, which were obtained from the Smule Sing! karaoke app. Each performance is labeled with metadata such as the gender of the singer, the region of origin, the song title, etc. We obtained the textual lyrics of the songs from Smule Sing! website [34]. Since the songs in DAMP dataset were sung on Smule Sing! Karaoke app that uses these lyrics, it is safe to assume that these were the intended lyrics.

4.1 Experiment 1: Human Verification of the Quality of the Aligned-Transcriptions

In this experiment, we evaluate the quality of our aligned transcriptions (segment transcriptions), by asking participants to listen to the audio segments and verify if the given
transcription for the segment is correct or not. As opposed to word intelligibility evaluation tasks [6] where participants are asked to transcribe after listening to the stimuli once, in this task the participants were provided with the transcription and were free to listen to the audio as many times as they needed. Also the songs were popular English songs, that are less prone to perception errors [7].

4.1.1 Dataset
By applying our lyrics transcription and alignment algorithm (see Section 3), we obtained 19,873 of anchor segments (~58 hours) each ~10 seconds long, out of which we asked humans to validate 5,400 (15 hours) anchor segment transcriptions through a listening test. The only criterion to qualify for the listening test was to be proficient in English language. 15 university graduate students were the human listeners. Every listener was given one hour of audio segments containing 360 anchor segments along with the obtained lyrics transcription. The task was to listen to each of the audio segments and compare the given transcription with the audio. If at least 90% of the words in the transcription match with that in the audio, then the audio segment was marked as correctly transcribed. If not, then it was marked as incorrectly transcribed.

Similarly, we also tested the quality of the non-anchor segments. Non-anchor segments could be of varying durations, greater than or equal to 10 seconds. We conducted the same human validation task for 2 hours (1,262 segments) of the non-anchor segments of different durations.

4.1.2 Results and Discussion
There were two types of successful segment transcriptions, one was verified by humans as correct and also matched perfectly with the ASR output, and was labeled as correct transcriptions fully matching ASR. Another was verified as correct by humans but did not match with the ASR output due to ASR errors, but our algorithm could successfully retrieve the correct transcriptions, that we call correct transcriptions partially matching ASR. And the ones that were verified as wrong by humans are labeled as error transcriptions due to imperfect ASR or incorrect singing.

**Anchor Segments**: Table 1 shows the validation results for the anchor segments. We found that a total of 73.32% of the segments were transcribed correctly, where 57.80% of the segments were partially matching ASR. This means that our algorithm could successfully retrieve many incorrect ASR transcriptions, which validates our hypothesis that the extra information provided by the published lyrics coupled with ASR decoding produces good aligned transcriptions. We also found that incorrect singing of lyrics and imperfect ASR output resulted in 26.68% erroneous transcriptions. A common error reported by the listeners was many missing words at the trailing end of the incorrectly aligned transcriptions, although the correct words were clearly audible, which is possibly a result of model mismatch between singing and speech.

**Non-Anchor Segments**: From the human validation of the non-anchor segments, we find that 62.07% of the total of 1,262 non-anchor segments transcriptions are correct. This suggests that these segments are relatively less reliable. Moreover, these audio segments could be long in duration (even more than a minute) that would cause errors in the Viterbi alignments. Thus in the subsequent experiments, we only use the anchor segments.

Table 1: A summary of correct and error transcriptions by the proposed algorithm. Google ASR is used for singing transcription. Total # anchor segments = 5,400 (15 hours).

<table>
<thead>
<tr>
<th>Segment Transcriptions</th>
<th>#</th>
<th>%</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct transcriptions fully matching ASR</td>
<td>838</td>
<td>15.52</td>
<td>73.32</td>
</tr>
<tr>
<td>Correct transcriptions partially matching ASR</td>
<td>3,121</td>
<td>57.80</td>
<td></td>
</tr>
<tr>
<td>Error transcriptions due to imperfect ASR or incorrect singing</td>
<td>1,441</td>
<td>26.68</td>
<td></td>
</tr>
</tbody>
</table>

4.2 Experiment 2: Lyrics Transcription with Singing-Adapted Acoustic Models
In this experiment, we use our automatically generated aligned-transcriptions of sung audio segments in a semi-supervised adaptation of the speech models for singing. We use these singing-adapted models in an open test to validate our hypothesis that better aligned transcriptions for training singing acoustic models will result in improvement in automatic lyrics recognition compared to the best known baseline from the literature.

Adaptation of speech models for singing was previously attempted by Mesaros et al. [27, 28] who applied the speaker adaptation techniques to transform speech recognizer to singing voice. To reduce the mismatch between singing and speech, they used constrained maximum likelihood linear regression (CMLLR) to compute a set of transformations to shift the GMM means and variances of the speech models so that the resulting models are more likely to generate the adaptation singing data. In our work, we use CMLLR (also known as feature-space maximum likelihood linear regression (fMLLR)) [32] and our lyrics-aligned anchor segments to compute transformations for a semi-supervised adaptation of the speech models to singing. Adaptation can be done with the test dataset only, or the adaptation transformations can be applied at the time of training, called speaker adaptive training (SAT). Literature shows that the use of SAT with fMLLR transform requires minimum alteration to the standard code for training [12], and thus is a popular tool for speaker adaptation that we have used for singing adaptation here.

4.2.1 Dataset
The singing train set consists of 18,176 singing anchor segments from 2,395 singers while the singing test set consists of 1,697 singing anchor segments of 331 singers. The training set consists of both human verified and non-verified anchor segments, while the test set consists of only those anchor segment transcriptions that are verified as correct by humans. All of these anchor segments (training and test) are of ~10 seconds duration. There is no speaker overlap between the acoustic model training and test sets. A language model is obtained by interpolating a speech language model trained from Librispeech [31] text and
lyric language model trained from lyrics of the 301 songs of the DAMP dataset. The same language model is used in all the recognition experiments.

4.2.2 Results and Discussion

Table 2 reports the automatic lyrics recognition results on the singing test set using different acoustic models to observe the effect of adapting speech models for singing using our sung segments with aligned transcriptions.

The baseline speech acoustic model is a tri-phone HMM model trained on Librispeech corpus using MFCC features. Due to the mismatch between speech and singing acoustic characteristics, the WER and PER are high (Table 2 (1)). Adapting the baseline model with the singing test data results in a significant improvement in the error rates (Table 2 (2)). Speaker adaptive training (SAT) further improves the recognition accuracy (Table 2 (3)). A DNN model [9] is trained on top of the SAT model with the same set of training data. During DNN training, temporal splicing is applied on each frame with left and right context window of 4. The SAT+DNN model has 3 hidden layers and 2,976 output targets. With DNN training, the WER is reduced by about 7.7% relative to the SAT model (Table 2 (4)) and PER is 31.20%.

Mesaros et al. [27] reported the best PER to be 80% with speech models adapted to singing, while Kruspe [19] reported the best PER to be 80% and weighted PER to be 56% with pure singing phonetic models trained on a subset of the DAMP dataset. Compared to [19] and [27], our results show a significant improvement, which is attributed to three factors. One is that leveraging on ASR along with the published lyrics as an external resource to validate and clean-up the transcriptions has led to better aligned transcriptions for training. Two, our automatic method for generating aligned transcriptions for singing provides us with a much larger training dataset. And three, the segment-wise alignment is more accurate than the whole-song forced-aligned with the speech acoustic models.

4.3 Experiment 3: Alignment with Singing-Adapted Acoustic Models and Re-training

We would like to test if the singing-adapted acoustic models can provide more number of reliably aligned transcriptions in a second round of alignment. Moreover whether re-training the models with this second round of transcriptions lead to better lyrics recognition.

<table>
<thead>
<tr>
<th>Models Adapted by Singing Data</th>
<th>% WER</th>
<th>% PER</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Baseline (speech acoustic models)</td>
<td>72.08</td>
<td>57.52</td>
</tr>
<tr>
<td>(2) Adapted with test data</td>
<td>47.42</td>
<td>39.34</td>
</tr>
<tr>
<td>(3) Adapted (SAT) with training data</td>
<td>40.25</td>
<td>33.18</td>
</tr>
<tr>
<td>(4) Adapted (SAT+DNN) with training data</td>
<td>37.15</td>
<td>31.20</td>
</tr>
<tr>
<td>(5) Repeat (3) and (4) for 2nd round</td>
<td>36.32</td>
<td>28.49</td>
</tr>
</tbody>
</table>

Table 2: The sung word and phone error rate (WER and PER) in the lyrics recognition experiments with the speech acoustic models (baseline) and the singing-adapted acoustic models, on 1,697 correctly transcribed test singing anchor segments.

<table>
<thead>
<tr>
<th>Model</th>
<th># anchor</th>
<th>total # segments</th>
<th>% anchor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google ASR</td>
<td>5,400</td>
<td>12,162</td>
<td>44.40</td>
</tr>
<tr>
<td>Adapted (DNN) with training data</td>
<td>11,184</td>
<td>12,162</td>
<td>91.96</td>
</tr>
</tbody>
</table>

Table 3: Comparing the number of anchor segments obtained from the proposed transcription and alignment algorithm using Google ASR and the singing-adapted models.

4.3.1 Dataset

We used the singing-adapted models obtained in Experiment 2 to decode 12,162 segments, and then applied our lyrics-alignment algorithm to obtain new anchor and non-anchor segments. For comparison, we obtained the same from the Google ASR on the same dataset.

4.3.2 Results and Discussion

Table 3 shows that the number of anchor segments with the new models have increased from 44.40% with Google ASR to 91.96% with the singing-adapted models, which means that the number of reliable segment transcriptions have increased significantly. With the new anchor segments, we re-train our singing-adapted acoustic models. Table 2 (5) shows the free-decoding results after this second round of training. The WER and PER have dropped further to 36.32% and 28.49% respectively.

The results of this experiment are promising as they show iterative improvement in the quality of our alignment and transcription. This means that we can apply the following strategy: use only the reliably aligned segments from the Google ASR to adapt acoustic models for singing, and use these models to improve the quality of alignment and transcription, and then again use the reliable segments from the improved alignments for further adaptations.

5. CONCLUSIONS

We propose an algorithm to automatically obtain time-aligned transcriptions for singing by using the imperfect transcriptions from the state-of-the-art ASR along with the non-aligned published lyrics. Through a human listening test, we showed that the extra information provided by the published lyrics helps to correct many incorrect ASR transcriptions. Furthermore, using the time-aligned lyrics transcriptions for iterative semi-supervised adaptation of speech acoustic models for singing shows significant improvement in automatic lyrics transcription performance. Thus our strategy to obtain time-aligned transcriptions for large-scale singing dataset is useful to train improved acoustic models for singing.

Our contribution provides an automatic way to obtain reliable lyrics transcription for singing, that results in an annotated singing dataset. Lack of such datasets has been a bottleneck in the field of singing voice research in MIR. This will not only generate lyrics transcription and alignment for karaoke and subtitling applications, but also provide reliable data to improve acoustic models for singing, thus widening the scope of research in MIR.
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